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Abstract

The lab research project “Introduction to Elliptic Curves” is an individual study on elliptic curves,
inspired by its applications on cryptography. The contribution from this project is the clarification
on the route of proving the group law on elliptic curves using the Riemann–Roch theorem and a few
original examples. This report will be organized as a culmination of basic knowledge required to
know about elliptic curves, elliptic curves in general, its group law, and some additional properties
of elliptic curves. Extra examples are added to clarify abstract statements, especially about order
at a point and viewing projective varities in an affine subspace.
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Chapter 1

Introduction

Elliptic curves, in some sense, can be seen as the simplest non-trivial structure in algebraic ge-
ometry. An algebraic curve has an interesting particular invariant called genus. The curves with
genus zero are straight lines and conics, the curves with genus one with some extra properties (i.e.
with a specified base point, and without singularities) are elliptic curves.

Elliptic Curves were suggested as a method of cryptography back in 1985, independently by
Koblitz [6] and Miller [8]. In order to understand how it works in cryptography, this lab research
project will go through a long route from introductory algebraic geometry to the properties of
elliptic curves.

This chapter will be (or at least, try to be) complementary topics between the course MAA303:
Algebra and Galois Theory [5] (taught in third year of the bachelor program of École Polytechnique)
and the beginning of [11].

1.1 Preliminaries
Most of the following in this section is taken and edited from [5]. Some results that will be unused
in this report later on, are omitted, to keep it as short as possible. Explanations are provided
whenever appropriate.

Definition (Ideal generated by a set). For a commutative ring R and a subset S of R we denote
by 〈S〉 or (S) for the ideal generated by S, defined as the smallest ideal that contains S.

Definition (Domain). A commutative ring R is said to be a domain if for any a, b ∈ R, ab = 0
implies a = 0 or b = 0.

Definition (Maximal Ideal). An ideal I of a commutative ring R is said to be maximal if I 6= R
and there is no ideal J such that I ⊊ J ⊊ R.

Definition (Principal Ideal). An ideal I of a commutative ring R is said to be principal if there
exists x ∈ R such that I = (x).

Definition (Prime ideal). An ideal I of a commutative ring R is said to be prime if I 6= R and
for all a, b ∈ R, if ab ∈ I then a ∈ I or b ∈ I.

Example 1. Let p be a prime number. Then (p) is a prime ideal in Z. To see this, suppose
a, b ∈ Z with ab ∈ (p), then ab is divisible by p, and we can apply Euclid’s lemma to conclude that
p divides a or p divides b, so a ∈ (p) or b ∈ (p).

Definition (Principal Ideal Domain). A commutative ring R is said to be a PID (principal ideal
domain) if it is a domain and every ideal is principal.

Example 2. Let K be a field. The polynomial ring K[x] is a PID.

Proof. Suppose I is an ideal in K[x]. If I = (0) then we’re done. Suppose otherwise, then there
exists a nonzero element of I. Let A be the unique monic polynomial in I with the minimum degree.
Now, for any P ∈ I, one can divide P by A and so there exists a unique pair (Q,R) ∈ K[x]×K[x]
such that P = AQ+R and either R is zero or degR < degA. Since P,Q ∈ I, R = P−AQ ∈ I also.
If R is nonzero then degR < degA, a contradiction, so R = 0. This proves that all polynomials in
I is divisible by A, hence I = AK[x] = (A) and this completes the proof.
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Theorem 3. Let R be a commutative ring and I be an ideal of R. R/I is a field if and only if I
is maximal.

Proof. See [5, 3.5.1.(i)].

Theorem 4. Let R be a commutative ring and I be an ideal of R. R/I is a domain if and only if
I is prime.

Proof. See [5, 3.5.1.(ii)].

Proposition 5. If R is a commutative ring, then any maximal ideal is prime.

Proof. Any maximal ideal m of R has R/m a field by theorem 3. In particular, it is a domain, so
apply the converse of 4 to see that m is prime.

Definition (Irreducible element). Given a commutative ring R, an element x ∈ R is said to be
irreducible if x /∈ R× and whenever x can be written as ab with a, b ∈ R, either a or b is invertible
in R.

Definition (Unique factorization domain). A commutative ring R is said to be a UFD (unique
factorization domain) if it is a domain, and for every element x ∈ R \ {0}, it can be written in the
form

x = up1 . . . pr

where u ∈ R×, r ∈ N, and p1, . . . , pr are irreducible elements of R “uniquely”, in a way that if
there is another way to write

x = vq1 . . . qs

with v ∈ R×, s ∈ N, and q1, . . . , qs are irreducible, then r = s, and there exists u1, . . . , ur ∈ R×

such that pi = uiqi for all i ∈ {1, . . . , r}.

Theorem 6. Let A be a UFD, then so is A[T ].

Proof. See [5, 3.7.12].

Example 7. Let n ∈ N∗ and let K be a field. Then K[X1, . . . , Xn] is a UFD.

Proof. We can do induction since K[X1, . . . , Xn] ∼= K[X1, . . . , Xn−1][Xn], and apply 6. The base
case is that K is a UFD, which is true since K× = K \ {0} by definition, so every nonzero element
can be “factorized” as itself in the definition of UFD.

Proposition 8. If A is a PID, then the following are equivalent.

(i) The element a is irreducible in A.

(ii) The ideal (a) is prime.

(iii) The ideal (a) is maximal.

Proof. See [5, 3.5.2.].

Proposition 9. If A is a UFD and p is an irreducible element in A, then (p) is prime.

Proof. See [5, 3.7.7.].

Example 10. Since we’ve proved that K[X1, . . . , Xn] is a UFD for all field K and natural n, in
the settings of algebraic varieties (later), we may show that an ideal is prime by showing that it is
generated by an irreducible polynomial and apply the previous proposition directly.

Theorem 11 (Eisenstein’s criterion). Let A be a UFD with K = Frac(A) and let π be an irreducible
element in A. Let P (T ) =

∑n
k=0 akT

k be a polynomial in A[T ]. Assume that

(a) π does not divide an;

(b) π divides ak for each k ∈ {0, . . . , n− 1};

(c) π2 does not divide a0.

Then P is irreducible in K[T ].

Proof. See [5, 3.7.14].
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Definition (Field extension). Let K,L be fields. We say L is an extension of K if there is a ring
homomorphism from K to L. Such a homomorphism is necessarily injective. We write L/K to
say that L is an extension of K. Sometimes we also say K injects into L.

Proof. Let us prove that any ring homomorphism φ from K to L is injective. We will prove
this by proving that ker(φ) = {0}. Suppose ker(φ) 6= {0}, then there exists a nonzero element
x ∈ ker(φ). Then φ(1) = φ(x · x−1) = φ(x)︸︷︷︸

0

·φ(x−1) = 0, which is a contradiction. (Recall that

a ring homomorphism sends 1 to 1, not 0!) The rest is obvious. We claim that for all a 6= 0,
f(a)−1 = f(a−1). Since we proved that ker(φ) = {0}, φ(a) 6= 0 and so φ(a)−1 is well-defined.
Since 1 = f(a)−1f(a),

f(a−1) = f(a)−1f(a)f(a−1) = f(a)−1f(aa−1) = f(a)−1f(1) = f(a)−1.

Now if φ(x) = φ(y) 6= 0 then 1 = φ(x)φ(y)−1 = φ(xy−1) (by the previous claim). Well φ(xy−1 −
1) = φ(xy−1)−φ(1) = 0 but we proved that ker(φ) = {0} so xy−1−1 must be 0, that is xy−1 = 1,
i.e. x = y.

Definition (Algebraic extension). We say L/K is an algebraic extension if for all x ∈ L, there
exists a polynomial P ∈ K[x] such that P (x) = 0.

Definition (Algebraically closed field). For a field K, we say that it is algebraically closed if all
nonconstant polynomial in K[x] has a root in K.

Definition (Algebraic closure). For any field K we denote by the field K̄ the algebraic closure of
K, defined as the algebraic extension of K such that it is algebraicly closed.

Theorem 12. Every field has a unique algebraic closure.

Proof. See [5, 4.5.4.].

Theorem 13. Let L/K be an algebraic extension and fix an element α ∈ L. Consider the ring
homomorphism

ϕα :

{
K[x] → L

P 7→ P (x).

We have ker(ϕα) = (P ) for some P ∈ K[x] and so K[x]/(P ) ∼= K[α] = K(α).

Proof. (Taken from [5, 4.3.2.(ii)]) Since α is algebraic, there exists polynomials in K[x] killing α.
So ker(ϕα) 6= {0} is a nonzero prime1 ideal in the principal ideal domain K[x], this means that
ker(ϕα) = (P ) for some irreducible P ∈ K[x] by proposition 8. If P is not monic, we can divide
P by its first coefficient to make it monic and still usable. We call this polynomial the minimal
polynomial of α in K[x] and denote it by µα. Now observe that im(ϕα) ∼= K[α]. But by proposition
8, (P ) is maximal so K[x]/(P ) ∼= K[x]/ ker(ϕα) ∼= im(ϕα) (apply the first isomorphism theorem
for rings) is a field, so K[α] = K(α).

Remark. Usually, we will often use the fact that for all α ∈ K̄, K[x]/(µα) ∼= K(α) directly (often
without thinking too much, i.e. without recalling this theorem).

Definition (K-homomorphism). Let L,M be fields such that L/K and M/K are field extensions.
We denote by HomK(L,M) the set of K-homomorphisms, which is the set of ring homomorphisms
from L to M fixing K. In other words,

HomK(L,M) := {φ ∈ Hom(L,M) : φ|K = idK} .

Definition (Normal extension). Let L/K be an algebraic extension. Then L/K is normal if every
irreducible P ∈ K[x] that has a root in L splits in L. See [5], 5.1.1 and 5.1.2 for examples.

Definition (Separability). Let K be a field and P ∈ K[x]. We say P is separable if P has simple
roots in K̄. Otherwise, we say P is inseparable.

Let L/K be an extension. An element x ∈ L is said to be separable over K if it is algebraic
and its minimal polynomial in K is separable. We say L/K is separable if every element of L is
separable over K.

1It is prime because if PQ ∈ ker(φα) then φα(PQ) = (PQ)(α) = P (α)Q(α) = 0 implies P (α) = 0 or Q(α) = 0
because P (α)Q(α) ∈ L and L is a field, hence a domain, in particular.
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Definition (Perfect field). A field K is said to be perfect if all algebraic extensions of K are
separable.2

Definition (Separable degree). Let L/K be a finite extension. The separable degree of L/K,
denoted by |L : K|s, is defined by

|L : K|s := #HomK(L, K̄).

Definition. Let L/K be a finite extension. The set Ls of elements in L that are separable over
K is called the separable closure of K in L. It is a subfield of L containing K. (See [5, 5.2.8])

Theorem 14 (Primitive Element Theorem). Let L/K be a finite separable extension. Then there
exists x ∈ L such that L = K(x).

Proof. See [5, 5.3.1.].

Definition. Let L/K be a field extension. We denote by Aut(L/K) the group of automorphisms
of L fixing K, i.e.

Aut(L/K) := HomK(L,L).

Definition. An extension L/K is said to be Galois if it is normal and separable. In this case,
Aut(L/K) is denoted by Gal(L/K) or GL/K .

Theorem 15. Let L/K be a finite extension. Then

#Aut(L/K) ≤ |L : K|s ≤ |L : K|.

with #Aut(L/K) = |L : K|s if and only if L/K is normal.

Proof. See [5, 5.4.2.].

Definition (Fixed field). Let L be a field, and G ≤ Aut(L). The fixed field of G, denoted by LG,
is the set of elements of L that are fixed by all of G, i.e.

LG = {x ∈ L : σ(x) = x for all σ ∈ G}.

Theorem 16. Let L/K be a finite Galois extension. Then LGal(L/K) = K.

Proof. See [5, 5.5.2].

Theorem 17 (Fundamental theorem of (finite) Galois Theory). Let L/K be a finite Galois ex-
tension. The following maps are mutually inverse bijections.

Φ: {M : M is a field and K ⊆M ⊆ L}⇄ {H : H ≤ Gal(L/K)} : Ψ
M 7→ Gal(L/M)

LH ← [ H.
Moreover, if H is a subgroup of Gal(L/K), the extension LH/K is Galois if and only if H is a
normal subgroup of Gal(L/K). In that case, the Galois group of LH/K is Gal(L/K)/H.

Proof. See [5, 5.5.4.].

1.2 Complements On Algebra
This section is a collection of results which are beyond the basics, but are required for the later
uses. It is too difficult to derive every result here to make it self-contained, so instead, this section
will frequently reference admitted facts proven in the literature. However, relevant propositions
are proved here as much as it is appropriate.

Later on, we will frequently consider about GK̄/K for a general perfect field K, so here is a
little proposition to check that it is well-defined.

Proposition 18. Let K be a perfect field. Then K̄/K is a Galois extension.

Proof. K̄/K is clearly normal. It is also algebraic, so by the assumption that K is perfect, it is
separable.

2This definition is not the same as one in [5], but turns out to be equivalent.
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Consider another proposition that the separable closure of a perfect field is the algebraic closure.

Proposition 19. Let K be a perfect field. Let L be the separable closure of K in K̄. Then K̄ ∼= L.

Proof. By definition of perfect field, every algebraic extension of K is separable. Since K̄/K is
algebraic, it is separable, then the separable closure of K in K̄, by definition, is the set of separable
elements of K̄ in K, which is of it, in this case, so L = K̄ and this completes the proof.

1.2.1 Transcendence
This subsection utilizes [13, Tag 030D] as the main reference.

Definition (Algebraic independence). Let K be a field. Let L/K be an extension. Let F = {αi}i∈I
be a family of elements in L. We say that F is algebraically independent over K if the evaluation
map {

K[{Xi}i∈I ] → L

P 7→ P ((αi)i∈I)

(evaluating the polynomial P at (xi)i∈I) is injective.

Example 20. π and π2 are not algebraically independent over Q because the polynomial P (x, y) =
x2 and the polynomial Q(x, y) = y have the same image π2 when evaluate at (π, π2).

Assuming the well-known fact that π is transcendental, {π} (the singleton set) is algebraically
independent over Q, because if not, then there exists polynomials P 6= Q ∈ Q[x] such that P (π) =
Q(π), this means π is a root of P − Q, which is a nonzero polynomial in Q[x], so π is algebraic,
which is a contradiction.

As of the date of writing this, no one knows whether π and e are algebraically independent over
Q or not.

Definition (Transcendence basis). A transcendence basis of L/K is a set F = {αi}i∈I of elements
in L such that F is algebraically independent over K and L/K((αi)i∈I) is an algebraic extension.

Definition (Transcendence degree). Let L/K be a field extension. Then the transcendence degree
of L over K, denoted by trdegK(L), is defined by the cardinality of a transcendence basis of L/K.
Note that this requires proving that all transcendence bases have the same cardinality, which we
refer to [13, Tag 030D], 9.26.3.

1.2.2 Discrete Valuation
Definition (Discrete valuation ring). An ring R is said to be a DVR (discrete valuation ring) if
it is a PID and it has a unique maximal ideal.

Definition. If R is a DVR with its unique maximal ideal m, then we define the natural3 discrete
valuation ν : R→ N ∪ {∞} to be (for all x ∈ R)

ν(x) = max{n ∈ N : x ∈ mn}

if the set {n ∈ N : x ∈ mn} is finite (m0 = R, so the set is always nonempty). Otherwise, define
ν(x) =∞.

If R is a DVR with its unique maximal ideal m, then since R is also a PID, m = (t) for some
t ∈ R (we call t a uniformizer of R).

Lemma 21. For all a ∈ R \ {0}, for any uniformizer t of R there exists a unique n ∈ N and
unique s ∈ R \m such that a = tns.

Proof. Fix a uniformizer t of R and let n = ν(a). Then a ∈ mn and m = (t) implies there exists
a1, . . . , an ∈ m = (t) such that a =

∏n
i=1 ai. Now write ai = tsi for some si ∈ R. If si ∈ m

for some i ∈ {1, . . . , n} then a ∈ mn+1, a contradiction. Therefore, si /∈ m for all i ∈ {1, . . . , n}.
Now a =

∏n
i=1 ai = tn

∏n
i=1 si. But since m is prime (by proposition 8), we see that

∏n
i=1 si /∈ m.

Hence one can define s :=
∏n
i=1 si ∈ R \ m and conclude that a = tns. This proves the existence.

Now suppose there is n′ ∈ N such that a = tn
′
s′ for some s′ ∈ R \m. n′ cannot be greater than n

because it would imply that a ∈ mn
′ which contradicts with n = ν(a). If n′ < n then by existence,

we have a = tns = tn
′
s′, so tn

′
(tn−n

′
s − s′) = 0, and since R is a domain with t 6= 0, we have

tn−n
′
s − s′ = 0, i.e. s′ = tn−n

′
s ∈ m, a contradiction. Therefore, n′ = n always. Now suppose

a = tns1 = tns2 then tn(s1 − s2) = 0, so t 6= 0 gives s1 − s2 = 0 and the uniqueness is proved.
3This is a nonstandard term.
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Proposition 22. Let R be a DVR with the valuation ν : R→ N ∪ {∞} as defined above. Then,

(i) For any a, b ∈ R, ν(a+ b) ≥ min(ν(a), ν(b));

(ii) For any a, b ∈ R, ν(ab) = ν(a) + ν(b);

(iii) For any a, b ∈ R, if ν(a) 6= ν(b) then ν(a+ b) = min(ν(a), ν(b)).

(iv) For any a ∈ R, ν(a) =∞ if and only if a = 0.

Proof. Suppose a, b ∈ R. Let n = ν(a) and m = ν(b).

(i) Observe that a, b ∈ mmin(n,m), so a+ b ∈ mmin(n,m) also, hence ν(a+ b) ≥ min(ν(a) + ν(b)).

(ii) Pick a uniformizer t of R. By the previous lemma, there exists uniquely sa, sb ∈ R \m such
that a = tν(a)sa and b = tν(b)sb. We have

ν(ab) = ν(tν(a)sat
ν(b)sb) = ν(tν(a)+ν(b)sasb),

and conclude that this value is ν(a) + ν(b) by uniqueness from the previous lemma and the
fact that sasb /∈ m.

(iii) Pick a uniformizer t of R. Repeat the same argument so that we have a = tν(a)sa and
b = tν(b)sb with sa, sb /∈ m. Suppose ν(a) 6= ν(b). Furthermore, without loss of generality,
suppose ν(a) < ν(b). Then

ν(a+ b) = ν(tν(a)sa + tν(b)sb) = ν(tν(a)(sa + tν(b)−ν(a)sb) = ν(a) + ν(sa + tν(b)−ν(a)).

with the last equality follows from (ii). Observe that sa + tν(b)−ν(a) cannot be in m because
otherwise, sa + tν(b)−ν(a) = tpq with p = ν(sa + tν(b)−ν(a)) > 0 and a unique q ∈ R \m. This
means

sa = t(tp−1q − tν(b)−ν(a)−1) ∈ m,

a contradiction. This proves that ν(sa + tν(b)−ν(a)) = 0 and so ν(a+ b) = ν(b).

(iv) This requires some deeper results. The goal is to show that
⋂
n≥1 m

n = {0}. See [13, Tag
00IP].

This completes the proof.

We can easily see that ν(ab) = ν(a)+ν(b) for any a, b ∈ R. Hence, let us extend such valuation
to the field of fractions of R. Let p

q ∈ Frac(R) then ν
(
p
q

)
:= ν(p) − ν(q). It is not hard to see

that this is well-defined. This gives the extended valuation ν : Frac(R) → Z ∪ {∞} on the field
Frac(R).

Example 23 (p-adic valuation). Consider Z as the ring of integers. Let p be a prime number.
We do a “localization” of Z at p, defined as

Z(p) :=
{ n
m

: n,m ∈ Z and p ∤ m
}
.

We claim that Z(p) is a DVR.

Proof. Let us first prove that Z(p) is a domain. Take n
m ,

n′

m′ ∈ Z(p) such that n
m

n′

m′ = 0. Then
nn′

mm′ = 0 = 0
1 , that is, nn′(1) = 0(mm′) so nn′ = 0. Since Z is a domain, n = 0 or n′ = 0. This

implies n
m = 0 or n′

m′ = 0. Now, let us prove that Z(p) is a PID, by showing that every ideal is
principal. Suppose I is an ideal of Z(p). Then I ∩Z is an ideal of Z. Since Z is a PID, I ∩Z = kZ
for some k ∈ Z. Now let us show that I = kZ(p). Take m

n ∈ I (p ∤ n), then m = nmn ∈ I ∩Z = (k).
This means m = kq for some q ∈ Z. So m

n = k qn ∈ kZ(p). Now suppose kmn ∈ kZ(p). Then
km ∈ kZ = I ∩ Z ⊆ I. Since ideals absorb elements, km ∈ I with 1

n ∈ Z(p) implies km
n ∈ I. This

proves that I is principal, i.e. generated by k in Z(p). Now we know that Z(p) is a PID. Let us
show that (p) is the unique maximal ideal, i.e. every proper ideal of Z(p) is contained in (p). Let I
be a proper ideal of Z(p). Since it is principal, suppose I = (mn ) for some m

n ∈ Z(p). If p ∤ m then
n
m ∈ Z(p) so 1 = n

m
m
n ∈ I, i.e. I = Z(p), a contradiction. Therefore, p | m and so I ⊆ (p).
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Now, consider the natural valuation on Z(p) with the unique maximal ideal (p). This defines
the map ν : Z(p) → N ∪ {∞}. The extension

νp : Frac(Z(p))︸ ︷︷ ︸
Q

→ Z ∪ {∞}

is the p-adic valuation function. Note that this is the same as the usual simpler definition of the
p-adic valuation function4:

νp : x ∈ Z 7→ max{n ∈ N ∪ {∞} : pn | x}, νp :
r

s
∈ Q 7→ νp(r)− νp(s) ∈ Z ∪ {∞}.

Now let us prove a little result which will be useful later.
Proposition 24. For a DVR R and its maximal ideal m, we have R \m = R×.
Proof. First, R× ∩ m = ∅. To see this, suppose x ∈ R× ∩ m and see that x−1 ∈ R× also, so
1 = xx−1 ∈ m (absorbed by the ideal m), this means m = R, which is a contradiction.

Now let us prove that R \R× ⊆ m. Take x ∈ R \R×. If (x) = m then this is done. Otherwise,
(x) ⊆ m, and we can keep adding element from m into (x) to obtain another ideal that is bigger
than (x) but still containing x. The ideal m is an upper bound to this process, then we apply
Zorn’s lemma to conclude that x ∈ m.

By contraposition, R \m ⊆ R×. Now pick any x ∈ R× and since R× ∩m = ∅, x fails to belong
to m, so x ∈ R \m. This completes the proof.

1.2.3 Projective Geometry
Suppose we’re working on a field K with its algebraic closure K̄. We denote by An the space K̄n

and call this an affine space, and denote by An(K) the space Kn. This is the usual case when we
were playing around in the Euclidean space.

Now, let us move to the projective case. We denote by Pn the structure of points in An+1 \ {0}
modulo the following equivalence relation defined for all (x0, . . . , xn), (y0, . . . , yn) ∈ An+1:

(x0, . . . , xn) ∼ (y0, . . . , yn)

if there exists λ ∈ K̄× such that xi = λyi for all i. We denote by

[x0, . . . , xn]

the equivalence class represented by (x0, . . . , xn). We denote by Pn(K) the set {[x0, . . . , xn] ∈
Pn : xi ∈ K for all i ∈ {0, . . . , n}}.
Example 25. Consider the case of P1(K) where K = R. We can visualize the space A2 first
and then quotient by ∼. Topologically, we see that each equivalence class (colored straight lines)

−2 −1 1 2

−2

−1

1

2

X

Y

Figure 1.1: The affine space A2, with equivalent points colored by the same color

has a continuity to the “near” equivalence classes. In fact, P1(R) is homeomorphic to S1 with its
antipodal points identified. This can be generalized and viewed from different aspects. See [1, Page
71, (a), (b), (c)].

4They’re motivated by the same idea anyway; the slight difficulties in localizing Z is just a tool to fit it in the
model of DVR. We will see the same analogy later when localizing something else in the context of algebraic varieties.
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Next, let us consider another point of view, which is more important and more relevant in the
context of algebraic geometry.
Example 26. In Pn, define Ui to be

{[x0, . . . , xn] ∈ Pn : xi 6= 0}

and observe the bijections φi : An → Ui defined by

φi : (x1, . . . , xn) 7→ [x1, . . . , xi, 1, xi+1, . . . , xn]

and we see that
φ−1
i : [x0, . . . , xn] 7→

(
x0
xi
, . . . ,

xn
xi

)
.

Observe that
⋃n
i=0 Ui = Pn. This allows us to work with affine copies An, identified to Ui by φi,

and still representing the same object in Pn. We will continue this idea in the subsection about
projective varieties.

1.3 Varieties
This section corresponds to the first chapter of [11]. A few examples were added, and a few
contents (that might be unused later in this report) were removed. Note that some of the ideas
and examples are inspired from [12].

1.3.1 Affine Settings
Definition (Affine algebraic set). For a polynomial f ∈ K̄[X1, . . . , Xn] we denote by Z(f) the set
of zeroes of f , i.e.,

Z(f) := {x ∈ An : f(x) = 0}.
Furthermore, for a set S of polynomials in K̄[X1, . . . , Xn], we write

Z(S) := {x ∈ An : f(x) = 0 for all f ∈ S}

and call this an affine algebraic set. Observe that if I is an ideal generated by S, then Z(I) = Z(S).
We denote this set by VI and call it the affine algebraic set generated by ideal I.
Example 27. This example is given by [11, I.1.3.1].

Consider the polynomial f = X2 − Y 2 − 1 ∈ K[X,Y ] in any field K. We define V := Z(f) as
the algebraic set corresponding to the equation. If K = R, we have the following geometric view of
the curve (Figure 1.2).

−2 −1 1 2

−2

−1

1

2

X

Y

Figure 1.2: The zero locus V (R)

One can project the curve by sweeping the lines X + Y = T for all T ∈ R \ {0} as each line
would hit the set at exactly one point. By solving that system of equations, we have X = T 2+1

2T and
Y = T 2−1

2T . This motivates us to parametrize the curve by T . Consider the following map:{
A1(K) \ {0} → V (K)

t 7→
(
t2+1
2t ,

t2−1
2t

)
9



and observe that it makes a bijection between R \ {0} and V (R). Now, generalizing K for other
cases (K 6= R), we see that if char(K) 6= 2, then the map makes sense and is a bijection.

Definition (Ideal of an algebraic set). Observe that for any affine algebraic set V , the set

{f ∈ K̄[X1, . . . , Xn] : f(x) = 0 for all x ∈ V }

is an ideal in the ring K̄[X1, . . . , Xn]. We call this the ideal of V and denote by I(V ). Note that
I(VI) may not be equal to I in general! If I(V ) can be generated by polynomials in K[X], then we
say that V is defined over K, and write V /K. The set of K-rational points is defined as the set

V (K) := V ∩ An(K).

Example 28. Let I = (x2 + 2xy + y2) be an ideal of K̄[x, y]. Then VI = Z(I) = {(x, y) ∈
K̄2 : x2 + 2xy + y2 = 0}. However, I(VI) = (x+ y) 6= I.

Proposition 29. Even though I(VI) might not be equal to I in general, we have VI(V ) = V in
general!

Proof. Let V be an algebraic set over K̄, i.e. V ⊆ An. Suppose V = Z(S) for some set S ⊆
K̄[X1, . . . , Xn]. Let I(V ) be its ideal. If f ∈ S, then f(P ) = 0 for all P ∈ V , this means f ∈ I(V )
by definition, i.e. S ⊆ I(V ). Now, consider VI(V ) := {P ∈ K̄[X1, . . . , Xn] : f(P ) = 0 for all f ∈
I(V )}. If P ∈ VI(V ) then f(P ) = 0 for all f ∈ I(V ). So f(P ) = 0 for all f ∈ S ⊆ I(V ), in
particular. Hence, VI(V ) ⊆ V . Now if P /∈ VI(V ) then f(P ) 6= 0 for some f ∈ I(V ) = {g ∈
K̄[X1, . . . , Xn] : g(x) = 0 for all x ∈ V }. This means f(P ) 6= 0 meanwhile f(x) = 0 for all x ∈ V ,
so P /∈ V for sure. This proves that if P /∈ VI(V ) then P /∈ V , so by contraposition, V ⊆ VI(V ).

Corollary 30. Through the previous proof, we see that S ⊆ I(V ), i.e. for all ideal I of
K̄[X1, . . . , Xn], we have I ⊆ I(VI).5

Definition (Ideal over K). The previous definition for I(V ) was for general ideal over K̄, but we
can restrict to those over K, defined by

I(V /K) := {f ∈ K[X1, . . . , Xn] : f(P ) = 0 for all P ∈ V } = I(V ) ∩K[X1, . . . , Xn].

Definition. An affine algebraic set V is called an affine variety if I(V ) is a prime ideal in
K̄[X1, . . . , Xn].

Example 31. The algebraic set V1 = Z({x2 + 2xy + y2}) has I(V1) = (x + y) which is prime
because x+ y is irreducible (see 10), so V1 is an algebraic variety.

The algebraic set V2 = Z({x2 − y2}) has I(V2) = ((x + y)(x − y)) which is not prime (Take
x+ y, x− y /∈ I(V2) but their product is in I(V2)). So V2 is not an algebraic variety.

Definition (Affine coordinate ring). Let V /K be a variety, then the affine coordinate ring of V /K
is defined by

K[V ] :=
K[X1, . . . , Xn]

I(V /K)
.

By theorem 4, we see that K[V ] is a domain. Its quotient field Frac(K[V ]) is denoted by K(V ).
Similarly we define,

K̄[V ] := K[X]/I(V ) and K̄(V ) := Frac(K̄[V ]).

Example 32. Consider f = y2 − x3 − 17 ∈ K̄[x, y]. Let V = Z(f) be its algebraic set. Let us
look at the ideal I(V ) = (y2 − x3 − 17) and see how it is prime. Let A = K̄[x] and see that A is a
UFD by 6. Now we can see f as an element of A[y]. Let ω be a root of ω3 + 17 = 0 in K̄ and let
π = x + ω. We see that π divides −x3 − 17, it doesn’t divide 1, and π2 doesn’t divide −x3 − 17.
Apply 11 to see that f is irreducible in Frac(A)[y]. This means it is also irreducible in K̄[x, y].
Apply 10 to see that the ideal I(V ) = (y2−x3−17) is prime, so V is an algebraic variety. Consider
its affine coordinate ring K̄[V ]. The basic arithmetic inside K̄[V ] is as usual, but modulo I(V ),
for example,

2y2 + 34 ≡ 2(y2 + 17) ≡ 2x3 (mod (y2 − x3 − 17))

and we usually write directly that 2y2 + 34 = 2x3 if it is clear that we’re working in K̄[V ].6
5We can actually do better than this. A result called Hilbert’s Nullstellensatz [3, I.1.3A] states that I(VI) =

√
I,

where
√
I is the radical of I, i.e.

√
I := {x ∈ I : xn ∈ I for some n ∈ N∗}. We rather mention it here but choose to

not go through this result since it is too deep.
6This is basically the same as working in a general quotient ring, because, in fact, it’s a quotient ring. The

example is shown here because it was hard to manipulate things in K̄[V ] as a beginner.
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Definition (Dimension). We define dimV := trdegK̄(K̄(V )) and we call this the dimension of V .

Example 33. The dimension of An is n, because K̄(An) = Frac(K̄[An]) = Frac(K̄[X1, . . . , Xn]/(0)) ∼=
K̄(X1, . . . , Xn) which has X1, . . . , Xn as a transcendence basis over K̄.

Proposition 34. Let V be a variety in An. Then the dimension of V is n− 1 if and only if there
exists a nonconstant irreducible polynomial f ∈ K̄[X1, . . . , Xn] such that V = Z(f).

Proof. See [3, I.1.13].

Remark. [11, I] defined smoothness of a point P on a variety V by the rank of the Jacobian of
generators for I(V ) at P . Instead, to simplify things, we will not take this route and define the
smoothness only for the case of curves in the next section.

1.3.2 Projective Settings
Now let us consider the projective varieties. The following sequence of definitions might look
contrived as first, but we will consider examples to see why it works.

Definition. A polynomial f ∈ K̄[X0, . . . , Xn] is said to be homogeneous of degree d if

f(λX0, . . . , λXn) = λdf(X0, . . . , Xn) for all λ ∈ K̄.

An ideal I of K̄[X0, . . . , Xn] is said to be homogeneous if it is generated by homogeneous polynomials.

Definition (Projective algebraic set). For a homogeneous ideal I in K̄[X0, . . . , Xn], we denote by
VI the set

{P ∈ Pn : f(P ) = 0 for all homogeneous f ∈ I}.
Any set in this form is said to be a projective algebraic set.

Definition. If V is a projective algebraic set, then we denote by I(V ) its homogeneous ideal, is
the ideal generated by

{f ∈ K̄[X0, . . . , Xn] : f is homogeneous and f(P ) = 0 for all P ∈ V }.

If I(V ) can be generated by polynomials in K[X0, . . . , Xn], we say that V is defined over K and
write V /K. If this is the case, the set of K-rational points of V is

V (K) = V ∩ Pn(K).

Remark. In the projective settings, the reason we only consider homogeneous polynomial is because
we want to say that the points

(x0, . . . , xn) and (λx0, . . . , λxn)

are actually identical in Pn (for any λ 6= 0), if f ∈ K̄[X0, . . . , Xn] is a polynomial, we really want
f(x0, . . . , xn) to be zero if and only if f(λx0, . . . , λxn) is zero. Observe that this is achievable in
the case of homogeneous polynomials.

Example 35. Consider the polynomial X2 + Y 2 − Z2 in K̄[X,Y, Z]. It is homogeneous of degree
2. We can define a projective algebraic set V as

{[X,Y, Z] ∈ P2 : X2 + Y 2 − Z2 = 0 for all homogeneous f ∈ (X2 + Y 2 − Z2)}.

Observe that V is defined over K. We will later see that V (K) is “isomorphic”7 to P1(K). This
is achievable by using the machinery from example 26 to see it in A2 and use geometrical intuition
in R2.

Consider that if X2+Y 2−Z2 = 0 and we further assume Z 6= 0, we may write
(
X
Z

)2
+
(
Y
Z

)2−1 =

0, and, by the map φ−1
Z from 26, we see that in UZ = {[X,Y, Z] ∈ P2 : Z 6= 0}, we write [X,Y, Z]

as
(
X
Z ,

Y
Z

)
in A2 and the previous equation becomes

x2 + y2 = 1.

Which, over A2(R), is the unit circle. Now, we can try to make V (K) isomorphic to P1(K) by
projecting the points on the circle onto a line, as follows (see figure 1.3). From the point (0, 1),

7It is not defined yet, but we will define this precisely.

11



−2 −1 1 2

−2

−1

1

2

X

Y

Figure 1.3: Projection from the unit circle onto a line

to any point on the circle (except (0, 1)), there is a straight line (the figure shows a purple line)
between the two points. This line hits the blue line at exactly one point. Our goal is to define this
map algebraically. This can be done with basic geometry. Suppose we’re considering point (xP , yP )
on the unit circle, then suppose the line L : Ax+By = C passes through (0, 1) and (xP , yP ), then
B = C and AxP + ByP = C, i.e. AxP = B(1 − yP ). Well if P is not (0, 1) then yP 6= 1 so
B = AxP

1−yP . This allows us to write L : Ax+ AxP

1−yP y = AxP

1−yP , i.e.

L : x+
xP

1− yP
y =

xP
1− yP

.

To see the coordinate where it hits the blue line (let us name this Q = (xQ, yQ)), plug in yQ = −2
to see that xQ+ xP

1−yP (−2) = xP

1−yP , i.e. xQ = 3xP

1−yP . This properly define the map (xP , yP ) 7→ xQ,
i.e.

φ :

{
φ−1(V (R) ∩ UZ) \ {(0, 1)} → R
(xP , yP ) 7→ 3xP

1−yP .

to make it easier, we consider the inverse map φ−1 which sends t to
(

6t
t2+9 ,

t2−9
t2+9

)
. We extend φ−1

to P1(K)→ V (K), defined by

[s, t] 7→
[
6st, t2 − 9s2, t2 + 9s2

]
.

Observe that now we can check easily that for any (s, t) ∈ K2 \ {0}, (6st, t2 − 9s2, t2 + 9s2) is
a solution to X2 + Y 2 = Z2. In particular, if K = Q then the formula (6st, t2 − 9s2, t2 + 9s2)
generates all rational Pythagorean triples! (by varying [s, t] ∈ P1(Q)).

Example 36. ([11, Example I.2.5]) The projective algebraic set

V : X2 + Y 2 = 3Z2

is defined over Q. However, V (Q) = ∅. To see this, suppose there exists a rational solution
[x, y, z] ∈ V (Q). Since they are fractions of integers, [x, y, z] = [x′, y′, z′] for some x′, y′, z′ ∈ Z
with gcd(x′, y′, z′) = 1. Then x′2 + y′2 = 3z′2, i.e. x′2 + y′2 is divisible by 3. But k2 6≡ 2 (mod 3)
for all k ∈ Z so x′2 6≡ 2 and y′2 6≡ 2, i.e. x′2, y′2 ≡ 0 or 1. If at least one of them is 1, their sum
wouldn’t be divisible by 3, a contradiction. Therefore, they are both divisible by 3, i.e. x′ ≡ y′ ≡ 0
(mod 3). So x′2 and y′2 are divisible by 32. Hence, by x′2 + y′2 = 3z′2 we see that z′2 is divisible
by 3 so z′ is also divisible by 3. This is a contradiction because we assumed gcd(x′, y′, z′) to be 1.
Therefore, [x, y, z] ∈ V (Q) fails to exist.

This example allows us to play the same game generally. To show that V (Q) is empty, it
suffices to find a prime p and prove that no integer solution exists in mod p. (or even prime power
pr).

Example 37. ([10, page 205]) The converse to the previous statement is not true in general.
Consider the equation

V : 3X3 + 4Y 3 + 5Y 3 = 0.

One can check that it has a solution mod p for any prime p, yet V (Q) = ∅.
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Definition (Projective variety). A projective algebraic set V ⊆ Pn is said to be a projective variety
if I(V ) is prime in K̄[X0, . . . , Xn].

Now let us reconsider a technique from example 26 used in example 35 and generalize it to the
general case. Recall the bijection φ−1

i : Ui → An,

[x0, . . . , xn] 7→
(
x0
xi
, . . . ,

xn
xi

)
.

For a fixed i, later on we will identify An with Ui. So if V ⊆ Pn is a projective algebraic set,
when we say V ∩ An, this means φ−1

i (V ∩ Ui). Notice that the sets V ∩ U0, . . . V ∩ Un cover V .
If we fix i, one can dehomogenize the polynomial f ∈ I(V ) ⊆ K̄[X0, . . . , Xn] to the polynomial
(Y1, . . . , Yn) 7→ f(Y1, . . . , Yi−1, 1, Yi, . . . , Yn). This is called dehomogenization with respect to Xi.

One can reverse the process, i.e., given f ∈ K̄[Y1, . . . , Yn], define the polynomial (X0, . . . , Xn) 7→
Xd
i f

(
X0

Xi
, . . . , Xi−1

Xi
, Xi+1

Xi
, . . . Xn

Xi

)
where d = deg(f) is the smallest integer such that this map

becomes a polynomial. We denote this polynomial by f∗ and say that f∗ is the homogenization
of f with respect to Xi.

This gives the following diagram to homogenize/dehomogenize polynomials.

K̄[X0, . . . , Xn] ⇄ K̄[Y1, . . . , Yn]

f(X0, . . . , Xn) 7→ f(Y1, . . . , Yi−1, 1, Yi, . . . , Yn)

Xd
i g

(
X0

Xi
, . . . ,

Xi−1

Xi
,
Xi+1

Xi
, . . .

Xn

Xi

)
← [ g(Y1, . . . , Yn)

Definition (Projective closure). Let V ⊆ An be an affine algebraic set with ideal I(V ). Consider

V ↪→ An ϕi−→ Pn,

so we may say that V ⊆ Pn by this inclusion. The projective closure of V , denoted by V̄ , is the
projective algebraic set whose I(V̄ ) is generated by

{f∗(X0, . . . , Xn) : f ∈ I(V )}.

In practice, we may just define a projective variety just from functions in the affine settings,
and then (implicitly) take the projective closure. For an affine variety V , the points in V̄ \ V is
said to be points at infinity.

Example 38. ([11, Example I.2.8]) Let V be the projective varity given by

V : y2 = x3 + 17.

This actually means V is a variety in P2 given by

Y 2Z = X3 + 17Z3

with the identification being
x =

X

Z
, y =

Y

Z
.

This variety has one point at infinity [0, 1, 0]. In particular,

V (Q) = {(x, y) ∈ A(Q)2 : y2 = x3 + 17} ∪ {[0, 1, 0]}.

Definition. Let V /K be a projective variety and choose An ⊆ Pn such that V ∩ An 6= ∅. The
dimension of V is the dimension of V ∩ An. The function field K(V ) of V is K(V ∩ An). Same
for K̄(V ), i.e. K̄(V ) := K̄(V ∩ An). Note that there are many choices to identify An with (i.e.
each Ui), but here K(V ) and K̄(V ) are all isomorphic for any choice of An.

1.3.3 Map Between Varieties
Definition. Let V1 ⊆ Pm and V2 ⊆ Pn be projective varieties. A rational map from V1 to V2 is a
map of the form

φ : V1 → V2, φ = [f0, . . . , fn]

where the functions f0, . . . , fn ∈ K̄(V1) have the property that for every point P ∈ V1 at which
f0, . . . , fn are all defined,

φ(P ) = [f0(P ), . . . , fn(P )] ∈ V2.
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A rational map may not be defined everywhere in V1. But we can still evaluate it at some other
points. Consider the following example.

Example 39. Let V1 ⊆ P2 be generated by X2 + Y 2 = Z2. Let V2 be P1. Consider the map
φ = [f0, f1] where f0(X,Y, Z) = X and f1(X,Y, Z) = (Y − Z)/X. We check that φ(P ) lands in
V2 for all P ∈ V1. Suppose P = [XP , YP , ZP ] ∈ V1 then φ(P ) = [XP , (YP − ZP )/XP ]. Observe
that XP and (YP − ZP )/XP cannot both be zero at the same time, because XP = 0 would make
(YP − ZP )/XP undefined. Hence φ(P ) lands in P1 whenever X and (Y − Z)/X are well-defined.

This map φ is a rational map, but is not defined everywhere in V1. However, we may replace
[f0, f1] by [gf0, gf1] for some appropriate g. In this case, the map is not well-defined when XP = 0,
so let g = X

Y−Z and see that φ = [gf0, gf1] = [ X
2

Y−Z , 1] = [Z
2−Y 2

Y−Z , 1] = [−Y − Z, 1] is well-defined
even when X = 0. By the covering of the two cases, φ is defined at all point in V1.

Definition. A rational map φ = [f0, . . . , fn] : V1 → V2 is said to be regular or defined at point
P ∈ V1 if there is a function g ∈ K̄(V1) such that each gfi is regular at P , and there is some i
such that (gfi)(P ) 6= 0. If such g exists, we set

φ(P ) := [(gf0)(P ), . . . , (gfn)(P )].

We may take different g at different points P ∈ V1. If φ is defined at P for all P ∈ V1, we say φ
is a morphism.

Definition. Let V1 and V2 be varieties. We say that V1 and V2 are isomorphic and write V1 ∼= V2
if there are morphisms φ : V1 → V2 and ψ : V2 → V1 such that φ ◦ ψ = idV2

and ψ ◦ φ = idV1
. We

say that V1/K and V2/K are isomorphic over K if φ and ψ can be defined over K. Note that both
φ and ψ have to be morphisms, not just rational maps.

Example 40. ([11, Example I.3.8]) Consider the varieties

V1 : X
2 + Y 2 = Z2 and V2 : X

2 + Y 2 = 3Z2.

They are not isomorphic over Q since V2(Q) = ∅ but V1(Q) 6= ∅. However, they are isomorphic
over Q(

√
3) with an isomorphism given by φ : V2 → V1, φ = [X,Y,

√
3Z]. In general, they are

isomorphic.

We will consider maps between varieties extensively in a more specialized setting of curves, in
the next section.

1.4 Curves
This section corresponds to chapter II of [11]. The goal of this section is to introduce the concept
of a curve and get to the concept of “genus”, since elliptic curves are curves of genus one with a
specified base point.

Definition (Curve). A curve is a projective variety of dimension one.

Before going to the actual content, let us supply the missing but very important part about
“smoothness”.

1.4.1 Smoothness
First let us consider the intuition behind smoothness by the following example.

Example 41. Consider figure 1.4. We want to distinguish the first case of smooth curve from
the other two next cases containing a singular point at (0, 0). Note that the geometric view here is
shown only for intuition only and concerns affine algebraic set over R. In general, we extend this
to any variety over any field, not just R.

Here we used a simplified definition of smoothness at a point, which is only valid for the case
of curves.

Definition. Let C be a curve and let P ∈ C. We say C is not smooth or singular at P if, by
choosing An ⊆ Pn containing P and writing C ∩ An as Z(f) for some irreducible nonconstant
f ∈ K̄[X1, . . . , Xn], we have

∂X1
f(P ) = ∂X2

f(P ) = · · · = ∂Xn
f(P ) = 0

and say that C is smooth or nonsingular at P otherwise (i.e. if some of the ∂Xi
f(P ) is nonzero).
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Figure 1.4: A smooth curve, a curve with a node, and a curve with a cusp

This definition makes sense because, considering the example 41, at (0, 0), the reason that it
is not smooth is that we cannot define the tangent properly at that point. This happens when
the partial derivatives ∂Xif vanish at that point. However, we will consider another, perhaps even
more useful, albeit abstract, characterization of smoothness.

Definition (The ideal MP ). Let V be an affine variety. For each point P ∈ V , define MP as

{f ∈ K̄[V ] : f(P ) = 0}.

MP is a maximal ideal because

φ :

{
K̄[V ]/MP → K̄

f 7→ f(P )

is an isomorphism (this is actually applying the first isomorphism theorem for rings), and we apply
theorem 3.

For the projective case, define MP as {f ∈ K̄[V ∩ An] : f(P ) = 0}. Note that one needs to
choose a good choice of An so that P ∈ An. Not every choice of An makes sense for this definition.

Proposition 42. MP /M
2
P is a K̄-vector space.

Proof. We use the induced addition in MP /M
2
P . Now, the multiplication by scalar K̄ can be done

by the fact that K̄[V ]/MP
∼= K̄ so (M2

P + aMP )(MP + b) =M2
P + abMP ∈MP /M

2
P properly, for

all a, b ∈ K̄[V ].

This following proposition is the useful characterization of smoothness.

Proposition 43. Let C be a curve, and let V = C ∩ An be an affine variety. A point P is
nonsingular if and only if

dimK̄MP /M
2
P = dimV.

Proof. [3, I.5.1]. Note that here we only define the notion of singularity for curves, but it actually
holds for any affine variety V .

Now we can work with smoothness not only in the concrete gradient form geometrically, but
also algebraically in terms of MP .

1.4.2 Order At A Point
Definition (Local ring). The local ring of V at P , denoted by K̄[V ]P , is the localization of K̄[V ]
at MP (compare this with example 23), i.e.

K̄[V ]P := {F ∈ K̄(V ) : F = f/g for some f, g ∈ K̄[V ] with g(P ) 6= 0}.

Notice that the functions in this local ring are regular at P . For the case of curves, we denote by
K̄[C]P the local ring K̄[C ∩ An]P at P .8

Now, we play the same game from example 23 with curves, i.e. claim that K̄[C]P is a DVR, see
that MP is the maximal ideal, define the natural valuation ordP : K̄[C]P → N ∪ {∞}, and extend
it to ordP : K̄(C)→ Z ∪ {∞}.

Proposition 44. Let C be a curve and let P be a smooth point on C, then K̄[C]P is a DVR.
8Same remark as before: one needs to choose An such that P ∈ An, otherwise this won’t make sense!
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Proof. Apply proposition 43 to see that MP /M
2
P is a K̄-vector space of dimension one. Now, let

us prove that MP is the unique maximal ideal of K̄[C]P . Suppose I is a proper ideal of K̄[C]P . Let
F ∈ I. If F (P ) = 0 then F ∈ MP . Now if F (P ) 6= 0 then by definition of K̄[C]P , F = f/g with
g(P ) 6= 0 so f(P ) 6= 0 also. Consider g/f ∈ K̄[C]P also, hence I absorbs g/f , i.e. Fg/f ∈ I. But
Fg/f = (f/g)(g/f) = 1 so I = K̄[C]P , contradicting the fact that I is proper. This proves that
all proper ideals of K̄[C]P are contained in MP , i.e., MP is the unique maximal ideal of K̄[C]P .

Now we’re left with proving that K̄[C]P is a PID. The fact that it is a domain is already
mentioned in the definition of affine coordinate ring. Let us show that every ideal in K̄[C]P is
principal. Suppose I is a nonzero proper ideal of K̄[C]P . Let S be the generating set of I with the
minimum cardinality. Let us show that S is a singleton by contradiction. Suppose s, s′ ∈ S are
two different element. Then M2

P + s ∈ MP /M
2
P can be taken as a basis of MP /M

2
P . Now write

M2
P + s′ = (M2

P + s)(MP + λ) for some λ ∈ K̄[C]P , so

M2
P + s′ =M2

P + sMP + sλ.

This means s′ can be written as a multiple of s, hence a contradiction. Therefore, S is a singleton,
hence K̄[C]P is a PID. This completes the proof.

This also shows that the natural valuation ordP is defined by

ordP (f) = max{n ∈ N ∪ {∞} : f ∈Mn
P }

for all f ∈ K̄[C]P , and this is extended to ordP : K̄(C)→ Z ∪ {∞}. We call this the order of f at
P . A uniformizer of P is an element t ∈ K̄(C) such that ordP (t) = 1. It need not be unique, but
it always exists because K̄[C]P ⊆ K̄(C) is a PID.

Definition. For P ∈ C, f ∈ K̄(C). We say that f has a pole at P if ordP (f) < 0. We say that f
has a zero at P if ordP (f) > 0. If ordP (f) ≥ 0 then f is regular at P and we can evaluate f(P ).
Otherwise, f(P ) =∞.

Example 45. Consider the curve defined by Y 2 = X3+X. P = (0, 0) is smooth. Now, we see that
X,Y ∈MP , so MP is the ideal generated by (X,Y ) in K̄[V ]. Now, we see that M2

P is generated by
X2, XY, Y 2. But in MP , however, X = Y 2 −X3 ∈MP so MP /M

2
P can be generated by Y alone.

This also tells us that Y ∈MP but Y /∈M2
P , so ordP (Y ) = 1. Now, since Y 2 = X3 +X, we have

ordP (Y 2) = ordP (X3 +X)

2 ordP (Y ) = ordP (X) + ordP (X2 + 1).

But X2 + 1 evaluated at P is nonzero and also not a pole, so ordP (X2 + 1) = 0. This gives
ordP (X) = 2. Now, ordP (2Y 2−X) = ordP (Y 2+Y 2−X) = ordP (Y 2+X3). Since ordP (Y 2) = 2
but ordP (X3) = 6, apply proposition 22 (iii) to see that ordP (2Y 2 −X) = 2.

Proposition 46. Let C be a smooth curve and f ∈ K̄(C) with f 6= 0. Then there are only finitely
many points of C at which f has a pole or zero. Further, if f has no poles, then f ∈ K̄.

Proof. See [11, II.1.2].

Proposition 47. Let C/K be a curve, and let t ∈ K(C) be a uniformizer at some nonsingular
point P ∈ C(K). Then K(C)/K(t) is a finite separable extension.

Proof. See [11, II.1.4]

1.4.3 Maps Between Curves
We start with this useful proposition.

Proposition 48. ([11, II.2.1]) Let C be a curve. Let V be a projective variety. Let P ∈ C be a
smooth point. Let φ : C → V be a rational map. Then φ is regular at P . In particular, if C is
smooth, then φ is a morphism.

Proof. Suppose V ⊆ PN and write φ = [f0, . . . , fN ] with fi ∈ K̄(C). Let t ∈ K̄(C) be a uniformizer
at P . Let n = min0≤i≤N ordP (fi). Then ordP (t−nfi) ≥ 0 for all i, and ordP (t−nfj) = 0 for some
j, so the coordinates [t−nf0, t

−nf1, . . . , t
−nfN ] can be evaluated at P , so φ(P ) is defined, i.e. φ is

regular at P .
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(This corresponds to [11, Example II.2.2]) Now, if C/K is smooth, anything in K(C) can be
identified with a function from C to P1 as follows. Consider a given function f ∈ K(C). Define a
rational map, which we still denote by the same symbol f , as follows:

f :

{
C → P
P 7→ [f(P ), 1]

where if f(P ) is a pole, then f(P ) = [1, 0]. By the previous proposition, this map is a morphism.
Conversely, for a given rational map φ = [f, g] mapping C → P1, either g = 0 so φ(P ) = [1, 0]

for all P ∈ C, or g 6= 0 and so φ = [f/g, 1], where f
g ∈ K(C). Denoting the former map by ∞, we

have a correspondence

K(C) ∪ {∞} → {maps C → P1 defined over K}
f 7→ [f, 1]

f/g ← [ [f, g]
Theorem 49. Let φ : C1 → C2 be a morphism of curves, then φ is either constant or surjective.

Proof. See [11, II.2.3].

Definition. Let C1/K and C2/K be curves and let φ : C1 → C2 be a rational map defined over
K. We define

φ∗ :

{
K(C2) → K(C1)

f 7→ f ◦ φ

then it is not hard to see that φ∗ is an injection fixing K. This is (implicitly)9 called the induced
injection of function fields of φ. Later on we will not talk about this but rather just write a star
after any rational map to state this induced injection of function fields.

Theorem 50. ([11, II.2.4]) Let C1/K and C2/K be curves.

(a) Let φ : C1 → C2 be a nonconstant map defined over K. Then K(C1)/φ
∗(K(C2)) is a finite

extension.

(b) Let ι : K(C2)→ K(C1) be an injection of function fields fixing K. Then there exists a unique
nonconstant map φ : C1 → C2 such that ι = φ∗.

(c) Let K ⊆ K(C1) be a subfield such that K(C1)/K/K is a valid tower of extensions. Then there
exists a smooth curve C ′, unique up to isomorphism, and a nonconstant map φ : C1 → C ′

defined over K such that φ∗K(C ′) = K.

Proof. See [11, II.2.4].

Definition. Let φ : C1 → C2 be a map of curves defined over K. If φ is constant, we define the
degree of φ to be 0. Otherwise, we say that φ is a finite map, and define the degree to be

degφ := |K(C1) : φ
∗K(C2)|

as the degree of field extension. We say that φ is separable, inseparable, or purely inseparable
if the extension K(C1)/φ

∗K(C2) has the corresponding property. We denote the separable and
inseparable degree by degs φ and degi φ, respectively.

Theorem 51. Let C1 and C2 be smooth curves, and let φ : C1 → C2 be a map of degree one, then
it is an isomorphism of curves.

Proof. See [11, II.2.4.1].

Now we move to the ramification index.

Definition (Ramification index). Let φ : C1 → C2 be a nonconstant map of smooth curves, and let
P ∈ C1. The ramification index of φ at P , denoted by eϕ(P ), is ordP (φ∗tϕ(P )), where tϕ(P ) ∈ K(C2)
is a uniformizer at φ(P ). Note that eϕ(P ) ≥ 1. We say that φ is unramified at P if eϕ(P ) = 1,
and φ is unramified if it is unramified at every point of C1.

9This is a non-standard term.

17



Let us prove that this is well-defined, i.e., we can take any uniformizer tϕ(P ) and the ramification
index would still be the same.

Proof. Suppose tϕ(P ) and t̃ϕ(P ) are uniformizers at φ(P ), then apply 21 and 24 to see that there
exists λ ∈ K̄× such that t̃ϕ(P ) = λtϕ(P ). Now we see that

φ∗t̃ϕ(P ) = φ∗(λtϕ(P ))

= (φ∗λ)(φ∗tϕ(P )).

And so ordP (φ∗t̃ϕ(P )) = ordP (φ∗λ) + ordP (φ∗tϕ(P )). But φ∗λ is a constant, hence ordP (φ∗λ) = 0
and this completes the proof.

Example 52. (A part of [11, Example II.2.9]) Consider the map

φ :

{
P1 → P1

[X,Y ] 7→ [X3(X − Y )2, Y 5].

Then φ is ramified at some points. Let us look at [0, 1] and see that eϕ([0, 1]) = ord[0,1](φ
∗(tϕ([0,1])).

Well φ([0, 1]) = [0, 1] so now φ∗(tϕ([0,1])) = t[0,1] ◦ φ. Now choose t[0,1] = X and see that

ord[0,1](φ
∗(tϕ([0,1]))) = ord[0,1](t[0,1]([X

3(X − Y )2, Y 5])

= ord[0,1](X
3(X − Y )2)

= 3 ord[0,1](X) + 2 ord[0,1](X − Y )︸ ︷︷ ︸
0

= 3.

Proposition 53. Let φ : C1 → C2 be a nonconstant map of smooth curves.
(a) For every Q ∈ C2, ∑

P∈ϕ−1(Q)

eϕ(P ) = deg(φ).

(b) For all but finitely many Q ∈ C2,

#φ−1(Q) = degs(φ).

(c) Let ψ : C2 → C3 be another nonconstant map of smooth curves. Then for all P ∈ C1,

eψ◦ϕ(P ) = eϕ(P )eψ(φP ).

(d) Let f ∈ K̄(C2)
∗, and let P ∈ C1, then

ordP (φ∗f) = eϕ(P ) ordϕ(P )(f).

Proof. See [11, II.2.6] for (a), (b), and (c). (d) is taken from Exercise 2.2. in [11]. Let us prove it
here. We assume the result of (c) and consider that f induces a map C2 → P1. Apply (c) to see
that

ef◦ϕ(P ) = eϕ(P )ef (φ(P ))

ordP ((f ◦ φ)∗t(f◦ϕ)(P )) = eϕ(P ) ordϕ(P )(f
∗t(f◦ϕ)(P ))

ordP (t(f◦ϕ)(P ) ◦ f ◦ φ) = eϕ(P ) ordϕ(P )(t(f◦ϕ)(P ) ◦ f).

Now choose t(f◦ϕ)(P ) to be just X ∈ K[X] ⊆ K[P1] which induces the identity function, so we have

ordP (f ◦ φ) = eϕ(P ) ordϕ(P )(f)

which is
ordP (φ∗f) = eϕ(P ) ordϕ(P )(f)

as we wished to show.

Example 54. We continue from the example 52 and see that eϕ([1, 1]) = 2. Also, we see that
φ−1([0, 1]) = {[0, 1], [1, 1]} so we have∑

P∈ϕ−1([0,1])

eϕ(P ) = eϕ([0, 1]) + eϕ([1, 1]) = 5 = degφ

which satisfies proposition 53.
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1.4.4 Divisors
The concept of divisors might looks artificial at first, but turns out to be very useful later on.
We define the abelian group of divisors of C as a group of formal sums, i.e. each element can be
written as ∑

P∈C
nP (P ).

where nP ∈ Z for all P ∈ C and there exists only a finite number of P ∈ C such that nP 6= 0. It
is a formal sum, meaning that the terms nP (P ) and nQ(Q) don’t interact. Another way to think
of this is to see it as a map D : C 7→ Z such that C \ ker(D) is finite. The set (actually abelian
group) of all divisors of C is denoted by Div(C).

Definition (Degree). Let D ∈ Div(C) and write D =
∑
P∈C nP (P ). The degree of D, denoted by

deg(D), is defined as
∑
P∈C nP . Note that this is a well-defined integer since the P ’s with nonzero

nP are finitely many.

The divisors of D of degree 0 form a subgroup of Div(D), denoted by Div0(D).

Definition (Divisor of a function). Assume C is smooth, and f ∈ K̄(C)∗, then we define

div(f) :=
∑
P∈C

ordP (f)(P ) ∈ Div(D).

This is well-defined due to 46 and 22(iv), so div is K̄(C)∗ → Div(C).

Example 55. Consider the curve C : y2 = x3 + x, and let us look at div(y2 − 10). By definition,
we want to look at the order of f at each point P on C. Now if we evaluate f at P = (xP , yP ),
it is y2P − 10. If y2P − 10 6= 0 then f /∈ MP , so ordP (y2 − 10) = 0. The only interesting points
(point with nonzero order) are points where y2P − 10 = 0 and points at infinity. The points where
y2P − 1 = 0 and y2P = x3P + xP is exactly when x3P + xP = 10. We will not take the geometric
path, but rather try to see MP and M2

P algebraically. We see that MP is generated by x− xP and
y − yP . So M2

P is generated by (x− xP )2, (x− xP )(y − yP ), and (y − yP )2. Now we can see that
y2P = 10 for any P ∈ C satisfying y2 − 10 = 0. Since we want to evaluate ordP (y2 − 10), we see
that y2 − 10 = y2 − y2P = (y − yP )(y + yP ) ∈MP . However, y2 − y2P ≡ 2y2 + 2yyP ≡ 2yP (yP + y)
(mod M2

P ) which is nonzero, so y2 − 10 /∈ M2
P . This tells us that ordP (y2 − 10) = 1 for 6 points

of P on C (3 different xP coordinates, each with 2 different yP ). Next, let us consider points at
infinity.

In this case, by taking projective closure, we see that the equation Y 2Z = X3 + XZ2 has
only one point at infinity, namely P∞ := [0, 1, 0]. So we pick A2 := UY and dehomogenize
to Z/Y = X3/Y 3 + XZ2/Y 3, i.e. z = x3 + xz2. The point P∞ is now (0, 0) in the (x, z)
coordinate system. Now, MP is generated by x and z, M2

P is generated by x2, xz, and z2. But
z2 = x6 + 2x4z2 + x2z4 is divisible by x2, and xz ≡ x(x3 + xz2) is divisible by x2 also, so
M2
P can be generated by only x2. Now M3

P is generated by x3 and x2z, but once again, x2z
can be generated by x3 so M3

P = (x3). Once again, M4
P = (x4). Now, we want to evaluate

ordP∞(y2 − 10), but y2 − 10 = 1
Z2 (Y

2 − 10Z2) = Y 2

Z2 (1 − 10Z
2

Y 2 ) = 1−10z2

z2 , so let us evaluate
ordP∞( 1−10z2

z2 ) = ordP∞(1− 10z2)︸ ︷︷ ︸
0

− ordP∞(z2) = −2 ordP∞(z). Now, we see that

ordP∞(z) = ordP∞(x(x2 + z2))

= ordP∞(x(x2 + x2(x2 + z2)2))

= ordP∞(x3(1 + (x2 + z2)2))

= ordP∞(x3) + ordP∞(1 + (x2 + z2)2)︸ ︷︷ ︸
0

and we can clearly see that x3 ∈ M3
P but x3 /∈ M4

P , so ordP∞(z) must be 3, so ordP∞(y2 − 10) is
actually −6. This shows that

div(y2 − 10) = (P1) + (P2) + (P3) + (P4) + (P5) + (P6)− 6(P∞).

where P1, . . . , P6 are the six points on C ∩ A2 satisfying Y 2 − 10 = 0. Observe that the image of
deg ◦div is 0 in this case. We will prove this later.
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Definition (Principal divisors and linear equivalence). A divisor D ∈ Div(C) is said to be principal
if it is an image of div. Two divisors D1 and D2 are linearly equivalent if D1 −D2 is principal.
If this is the case, we write D1 ∼ D2. It is easy to see that ∼ defines an equivalence relation
on Div(C). The set of principal divisors forms a subgroup10, and the quotient of Div(C) by this
subgroup is called the divisor class group or Picard group, written as Pic(C).11

Definition. Let C1 and C2 be smooth curves. In the same way that φ : C1 → C2 induces
φ∗ : K̄(C2)→ K̄(C1), it also induces φ∗ : Div(C2)→ Div(C1), defined (for each point) by

(Q) 7→
∑

P∈ϕ−1(Q)

eϕ(P )(P )

and extend this Z-linearly to all of Div(C2).

Proposition 56. Let C be a smooth curve, let f ∈ K̄(C) be a nonconstant function, then

div(f) = f∗((0)− (∞)).

Proof. We have

div(f) =
∑
P∈C

ordP (f)(P )

=
∑

P∈C,ordP (f)>0

ordP (f)(P ) +
∑

P∈C,ordP (f)<0

ordP (f)(P )

=
∑

P∈f−1(0)

ordP (f)(P ) +
∑

P∈f−1(∞)

ordP (f)(P )

=
∑

P∈f−1(0)

ordP (f∗tf(P ))(P )−
∑

P∈f−1(∞)

ordP (f∗tf(P ))(P )

=
∑

P∈f−1(0)

ef (P )(P )−
∑

P∈f−1(∞)

ef (P )(P )

= f∗((0))− f∗((∞))

= f∗((0)− (∞)),

where we choose tf(P ) to be X ∈ K̄(P1), which is id on P1 if P ∈ f−1(0), and note that when
P ∈ f−1(∞),

ordP (f) = − ordP
(
1

f

)
= − ordP (tf(P ) ◦ f) = − ordP (f∗tf(P ))

where tf(P ) is chosen to be 1
X ∈ K̄(P1).

Proposition 57. Let C be a smooth curve and let f ∈ K̄(C)∗.

(a) div(f) = 0 if and only if f ∈ K̄∗.

(b) deg div(f) = 0 for all f ∈ K̄(C)∗.

Proof. (a) If div(f) = 0 then f has no poles and no zeros so it must be constant. Now if f ∈ K̄∗

then clearly ordP (f) = 0 everywhere (for each P ∈ C), so div(f) = 0.

(b) Let f ∈ K̄(C)∗. Then (from a middle step of the proof of the previous proposition),

div(f) =
∑

P∈f−1(0)

ef (P )(P )−
∑

P∈f−1(∞)

ef (P )(P ).

So, by applying 53(a), we have

deg div(f) =
∑

P∈f−1(0)

ef (P )−
∑

P∈f−1(∞)

ef (P ) = deg(f)− deg(f) = 0.

This completes the proof.
10Since it’s abelian, all subgroups are normal, so the quotient is well-defined.
11Note that the set Pic(C) is equal to Div(C)/ ∼, but we define it this way to enable the group structure.
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From a given φ : C1 → C2, we also define φ∗ : Div(C1)→ Div(C2) as

(P ) 7→ (φP )

and extend Z-linearly to all of Div(C1).
The following is a collection of useful identities. We will not be proving the result here but

would refer to [11, II.3.6].

Proposition 58. Let φ : C1 → C2 be nonconstant map of smooth curves.

(a) deg(φ∗D) = (degφ)(degD) for all D ∈ Div(C2).

(b) φ∗(divf) = div(φ∗f) for all f ∈ K̄(C2)
∗.

(c) deg(φ∗D) = degD for all D ∈ Div(C1).

(d) φ∗(divf) = div(φ∗f) for all f ∈ K̄(C1)
∗.

(e) φ∗ ◦ φ∗ acts as multiplication by degφ on Div(C2).

(f) If ψ : C2 → C3 is another such map, then

(ψ ◦ φ)∗ = φ∗ ◦ ψ∗ and (ψ ◦ φ)∗ = ψ∗ ◦ φ∗.

Proof. See [11, II.3.6].

1.4.5 Differentials
Differential forms on a curve is another important concept. However, we will not make much use
here right now. The goal of this subsection is only to properly define the prerequisites for the
Riemann–Roch theorem, which will be of more important focus, for now.

Definition. Let C be a curve. For every f ∈ K̄(C), we attach a symbol d to construct df . This
gives the set

{df : f ∈ K̄(C)}.

Now, we quotient out this set by the following rules of equivalence:

(i) d(x+ y) ∼ dx+ dy for all x, y ∈ K̄(C).

(ii) d(xy) ∼ xdy + ydx for all x, y ∈ K̄(C).

(iii) da ∼ 0 for all a ∈ K̄.

The remaining quotient set is called the space of (meromorphic) differential forms, and is denoted
by ΩC . It is a K̄(C)-vector space.

Note that it might look confusing at first. It looks like d can be an operator or some map from
K̄(C) to K̄(C). However, from this definition we still don’t have any value associated to that, i.e.
df is just the symbol d attached to f . In [9, II.3] this is denoted by Diffk(K), not Derk(K,E).

Definition. Same as before, for a given nonconstant map φ : C1 → C2 of curves, we define

φ∗ :

{
ΩC2 → ΩC1∑
fidxi 7→

∑
(φ∗fi)d(φ∗xi).

Proposition 59. Let C be a curve, then ΩC is a 1-dimensional K̄(C)-vector space.

Proof. See [11, II.4.2]. (Other results are omitted because they’re not used here.)

Proposition 60. Let C be a curve, let P ∈ C, and let t ∈ K̄(C) be a uniformizer at P .

(a) For every ω ∈ ΩC , there exists a unique function g ∈ K̄(C) depending on ω and t, satisfying
ω = gdt. We denote g by ω/dt.

(b) Let f ∈ K̄(C) be regular at P . Then df/dt is also regular at P .

(c) Let ω ∈ ΩC with ω 6= 0. The quantity ordP (ω/dt) depends only on ω and P , independent of
the choice of uniformizer t. We call this the order of ω at P and write ordP (ω).
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(d) Let x, f ∈ K̄(C) with x(P ) = 0, and let p = char(K). Then

ordP (fdx) = ordP (f) + ordP (x)− 1,if p = 0 or p ∤ ordP (x),
ordP (fdx) ≥ ordP (f) + ordP (x),if p > 0 and p | ordP (x).

(e) Let ω ∈ ΩC , with ω 6= 0. Then ordP (ω) = 0 for all but finitely many P ∈ C.

Proof. See [11, II.4.3].

Definition. We define the divisor of a differential in the same way. Let ω ∈ ΩC with ω 6= 0, then

div(ω) :=
∑
P∈C

ordP (ω)(P ) ∈ Div(C).

Note that now deg div(ω) need not be zero.

Observe that, for any nonzero differentials ω1, ω2 ∈ ΩC , since the vector space is of dimension
one, we can write ω1 = λω2 for some λ ∈ K̄(C). This gives div(ω1) = div(λ) + div(ω2), i.e.
div(ω1) ∼ div(ω2). This means the image by div of anything in ΩC is constant in Pic(C).

Definition. We define that image to be the canonical divisor class of ΩC . Any divisor in this class
is called a canonical divisor, denoted by KC ∈ Div(C). (When we write KC without context, we
mean that we can take any element from the canonical divisor class as KC)

1.4.6 The Riemann–Roch Theorem
In this subsection, we’ll present the main tool in the algebraic geometry toolbox, which will be
used to prove the group law for elliptic curves. The Riemann–Roch theorem is that powerful tool.
It states the relation between the dimension of a divisor and its degree. It also allows us to observe
an invariant called “genus” on a curve. For further intuitive information, see [2].

Definition. We put a partial order on Div(C) defined as: For all D1, D2 ∈ Div(C) with

D1 =
∑
P∈C

nP (P ) and D2 =
∑
P∈C

mP (P ),

we say D1 ≥ D2 if nP ≥ mP for all P ∈ C.

Definition. For a differential ω ∈ ΩC . We say that it is regular (or holomorphic) if div(ω) ≥ 0,
and we say that it is nonvanishing if div(ω) ≤ 0.

Definition. Let D ∈ Div(C), then we define

L(D) := {f ∈ K̄(C)∗ : div(f) ≥ −D} ∪ {0}

and observe that it is a K̄-vector space (recall that ordP (f + g) ≥ min(ordP (f), ordP (g)) so it is
closed by addition, and scalar multiplication does nothing to the divisor). We denote by `(D) its
dimension, i.e. `(D) := dimK̄ L(D).

Proposition 61. Let D ∈ Div(C).

(a) If degD < 0, then L(D) = {0} and `(D) = 0.

(b) The vector space L(D) is finite dimensional.

(c) If D′ ∈ Div(C) such that D′ ∼ D, then L(D′) ∼= L(D) and `(D′) = `(D).

Proof. See [11, II.5.2].

Proposition 62. ([11, II.5.3]) Recall that KC = div(ω) for any ω ∈ ΩC . By definition, div(f) ≥
−div(ω) for all f ∈ L(KC), i.e. div(fω) ≥ 0 for all f ∈ L(KC). In other words, fω is holomorphic.
Conversely if fω is holomorphic then f ∈ L(KC). For every holomorphic ω′ ∈ ΩC , there exists a
unique fω′ ∈ K̄(C) such that ω′ = fω′ω, and so this thing is holomorphic, so fω′ ∈ L(KC). The
converse also works the same way, so we obtain an isomorphism of K̄-vector spaces

L(KC) ∼= {ω′ ∈ ΩC : ω′ is holomorphic}.
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The dimension `(KC) is an important invariant of the curve C. Now we’re ready to state the
remarkable result.

Theorem 63 (Riemann–Roch). Let C be a smooth curve and let KC be a canonical divisor on C.
There exists an integer g ≥ 0, called the genus of C, such that for every divisor D ∈ Div(C),

`(D)− `(KC −D) = degD − g + 1.

Proof. See [7, Chapter 1].12

Corollary 64. (a) `(KC) = g.

(b) degKC = 2g − 2.

(c) If degD > 2g − 2, then `(D) = degD − g + 1.

Proof. This is actually very straightforward by plugging in different values for D to the Riemann–
Roch theorem.

Theorem 65 (Hurwitz). Let φ : C1 → C2 be a nonconstant separable map of smooth curves of
genera g1 and g2 respectively. Then

2g1 − 2 ≥ (degφ)(2g2 − 2) +
∑
P∈C1

(eϕ(P )− 1).

Further, equality holds if and only if one of the following is true.

1. char(K) = 0

2. char(K) = p > 0 and p does not divide eϕ(P ) for all P ∈ C1.

Proof. See [11, II.5.9].

We end this subsection quite early to devote the big example application of the Riemann–Roch
theorem on elliptic curves to the next chapter.

12This looks like the most accessible treatment of the Riemann–Roch theorem, though the author haven’t gone
through the book yet.
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Chapter 2

Elliptic Curves

Instead of going through the traditional approach of introducing elliptic curves through Weierstrass
equations, we will consider an alternative approach here to show the power of the machinery from
the previous chapter.

2.1 Working With Elliptic Curves
Before beginning to work, let us consider some characterizations of P1 that would help us in the
later proofs.

Proposition 66. ([11, Exercise 2.5]) Let C be a smooth curve. Prove that the following are
equivalent over K̄.

(i) C is isomorphic to P1.

(ii) C has genus 0.

(iii) There exists distinct points P,Q ∈ C satisfying (P ) ∼ (Q).

Proof. (i) ⇒ (ii). Suppose C is isomorphic to P1, then let t ∈ K̄(P1) be the coordinate function
on P1, then for all α ∈ K̄, ordα(dt) = ordα(d (t− α)︸ ︷︷ ︸) = 0 since t − α is a uniformizer at α. Now

for the point at infinity, ord∞(dt) = ord∞(−t2d
(
1
t

)
) = −2. Therefore, div(dt) = −2(∞). Now,

for any ω ∈ ΩP1 , there exists g ∈ K̄(C) such that ω = gdt, so div(ω) = div(gdt) is still −2. This
means all of ΩP1 cannot be holomorphic, so L(KC) = {0} by 62, and `(KC) = 0. Apply 64(a) to
see that the genus is zero.

(ii) ⇒ (iii) Suppose C has genus 0. Take any points P 6= Q in C and consider D = (P )− (Q).
Then degD = 0 ≥ −1, so apply 64(c) to see that `(D) = 1. This mean L(D) \ {0} 6= ∅. Take
any f ∈ L(D) then div(f) ≥ −D = (Q)− (P ). But deg div(f) = 0, so ordQ(f) cannot be strictly
greater than one, so it must be one. Now ordP (f) also cannot be strictly greater than −1, so it
must be −1. This means div(f) = (Q)− (P ), so (P ) ∼ (Q).

(iii) ⇒ (i) Suppose there exists distinct P,Q ∈ C such that (P ) ∼ (Q). Then there exists
f ∈ K̄(C)∗ such that div(f) = (Q) − (P ). This induces a function f : C 7→ P1. Since f is
nonconstant, it is surjective. Now consider D = (0) and use 58(a) so

deg(f∗((0))) = (deg f)(deg(0)).

Now f∗((0)) =
∑
R∈f−1(0) ef (R)(R) but the only zero of f is Q, so f∗((0)) = ef (Q)(Q). It is easy

to see that ef (Q) = 1 by definition and by ordQ(f) = 1. So we conclude that deg f = 1. Apply 51
to see that f is an isomorphism between C and P1.

2.1.1 Curves Of Genus One
It would be more precise to say “smooth curves of genus one with a specified base point”. We
consider such smooth curve C of genus one1 with the base point P0 ∈ C and consider the following.

1Curves of genus zero are the conics and straight lines, which are simpler than elliptic curves. This is why
sometimes we say that elliptic curves are the simplest non-trivial curves.
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Proposition 67. ([11, Exercise 2.6(a)]) For all P,Q ∈ C, there exists a unique R ∈ C such that

(P ) + (Q) ∼ (R) + (P0).

We denote this point R by σ(P,Q).

Proof. Define D := (P ) + (Q)− (P0) ∈ Div(C). By 64 (c), since degD = 1 > 2g − 2 = 0, we have
`(D) = degD + g − 1 = 1. This means L(D) \ {0} is nonempty. Pick any f ∈ L(D) \ {0} then
div(f) ≥ −D = (P0)− (P )− (Q). In particular, there are three cases: (i) div(f) = (P0)− (P ), (ii)
div(f) = (P0)− (Q), (iii) there exists R ∈ C such that div(f) = (P0) + (R)− (P )− (Q). For the
first two cases, this means (P0) ∼ (P ) and (P0) ∼ (Q) respectively, so one can take R to be Q and
P respectively. And for the third case, this precisely means (P ) + (Q) ∼ (R) + (P0). Hence the
existence is proved.

Now, let us prove the uniqueness. Suppose R1 and R2 satisfy (P ) + (Q) ∼ (R1) + (P0) ∼
(R2) + (P0). So (R1) ∼ (R2). If they’re different, then we can apply 66 and arrive at the
contradiction that C has genus 0. Hence R1 = R2.

Proposition 68. ([11, Exercise 2.6(b)]) The set C with the map σ : C×C → C makes an abelian
group with identity element P0.

Proof. For associativity, we want to show that for all P,Q,R ∈ C, σ(P, σ(Q,R)) = σ(σ(P,Q), R).
Let S = σ(Q,R), let T = σ(P, S), let U = σ(P,Q), and let V = σ(U,R). We have

(Q) + (R) ∼ (S) + (P0)

(P ) + (S) ∼ (T ) + (P0)

(P ) + (Q) ∼ (U) + (P0)

(U) + (R) ∼ (V ) + (P0).

This gives (P ) + (Q) + (R) ∼ (T ) + 2(P0) and (P ) + (Q) + (R) ∼ (V ) + 2(P0), i.e. (T ) ∼ (V ).
Apply 66 to see that if T 6= V then the genus must be 0, a contradiction, so T = V .

Now the commutativity and identity is obvious. Let us prove the inverse. Let us show that for
all P ∈ C, there exists Q ∈ C such that σ(P,Q) = P0. Consider another structure σP : C × C →
C with the same definition but the base point is now P . Then let Q := σP (P0, P0) so that
(P0) + (P0) ∼ (Q) + (P ). This means σ(P,Q) = P0, by uniqueness of σ(P,Q). Hence completes
the proof.

Proposition 69. The abelian group made by σ is isomorphic to Pic0(C).

Proof. Define κ : C → Pic0(C) as P 7→ [(P )− (P0)]∼. Let us show that κ is a group isomorphism
from (C, σ) to (Pic0(C),+).

First, κ is injective because if [(Q) − (P0)]∼ = [(P ) − (P0)]∼ then (Q) ∼ (P ) and apply
66 to see that it can’t be different. Now, suppose [D]∼ ∈ Pic0(C) with D ∈ Div0(C). Write
D =

∑
Q∈C nQ(Q) with

∑
Q nQ = 0. Consider D′ = D + (P0) so degD′ = 1. Apply 64(c) to see

that `(D′) = 1. Now pick any f ∈ L(C) \ {0} and observe that div(f) ≥ −D′ = −D− (P0). Since
deg div(f) = 0, div(f) must be −D − (P0) + (P ) for some P ∈ C. So [(P ) − (P0)]∼ = [D]∼, i.e.
κ(P ) = [D]∼. This proves the bijectivity.

Now κ is a homomorphism because

κ(σ(P,Q)) = [σ(P,Q)− (P0)]∼ = [(P ) + (Q)− 2(P0)]∼ = κ(P ) + κ(Q).

This completes the proof.

The previous results proves the group law of an elliptic curve, assuming Riemann–Roch theorem.
If the curve C is defined over K and P0 ∈ K, we say that the elliptic curve is defined over K and
write C/K.2

Now a very useful aspect of elliptic curves is that it can be viewed through Weierstrass equations,
i.e., every elliptic curve (E,O) defined over K is isomorphic to a curve C/K ⊆ P2 with P0 ∈ C(K)

Proposition 70. Let E/K be an elliptic curve with base point O ∈ E(K). Then, there exists
functions x, y ∈ K(E) such that the map

φ :

{
E → P2

φ = [x, y, 1]

2Actually, by convention, we will use the letter E instead of C for elliptic curves and it will be clear by context
that we’re referring to elliptic curves rather than general curves.
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gives an isomorphism between E/K onto a curve C given by a Weierstrass equation

C : Y 2 + a1XY + a3Y = X3 + a2X
2 + a4X + a6

with coefficients a1, a2, a3, a4, a6 ∈ K and φ(O) = [0, 1, 0]. The functions x and y are called
Weierstrass coordinates for the elliptic curve E.

Proof. See [11, III.3.1].

2.1.2 Weierstrass Equations
Since every elliptic curve can be written in the homogeneous form

Y 2Z + a1XY Z + a3Y Z
2 = X3 + a2X

2Z + a4XZ
2 + a6Z

3

with the base point O = [0, 1, 0], we can devote some of our time to study the particular curves
in this form. Note that curves defined in the Weierstrass equation might not be elliptic curves if
some point is singular.

Definition. We often rewrite the Weierstrass equation in the non-homogeneous form

E : y2 + a1xy + a3y = x3a2x
2 + a4x+ a6,

since we’ve already known that there is only single undefined point at infinity, and it can be dealt
with easily.

Now, we define the following quantities.

b2 a21 + 4a2
b4 2a4 + a1a3
b6 a23 + 4a6
b8 a21a6 + 4a2a6 − a1a3a4 + a2a

2
3 − a24

c4 b22 − 24b4
c6 −b32 + 36b2b4 − 216b6
∆ −b22b8 − 8b34 − 27b26 + 9b2b4b6
j c34/∆

ω dx
2y+a1x+a3

= dy
3x2+2a2x+a4−a1y

If char(K) 6= 2, the substitution y 7→ 1
2 (y − a1x− a3) in E gives the equation of the form

E : y2 = 4x3 + b2x
2 + 2b4x+ b6.

One can verify that 4b8 = b2b6 − b24 and 1728∆ = c34 − c26.
Furthermore, if char(K) 6= 2, 3, then the substitution (x, y) 7→

(
x−3b2

36 , y
108

)
gives an even

simpler equation
E : y2 = x3 − 27c4x− 54c6.

Proposition 71. (a) The curve given by a Weierstrass equation satisfies:

(i) It is nonsingular if and only if ∆ 6= 0.
(ii) It has a node if and only if ∆ = 0 and c4 6= 0.

(iii) It has a cusp if and only if ∆ = c4 = 0.

In cases (ii) and (iii), there is only one singular point.

(b) Two elliptic curves are isomorphic over K̄ if and only if they have the same j-invariant.

(c) Let j0 ∈ K̄, then there exists an elliptic curve defined over K(j0) whose j-invariant is equal
to j0.

Proof. See [11, III.1.4]. The details are mostly tedious calculations.

Now, the next result tells us that singular and nonsingular curves given by Weierstrass equation
behave very differently.

Proposition 72. If E is singular then E ∼= P1. Note that we cannot apply 51 because E is not
smooth.

Proof. See [11, III.1.6].
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2.1.3 Geometric Group Law
The group law of an elliptic curve can also be given geometrically. We use Bézout’s theorem [3,
I.7.8] to see that a straight line intersects an elliptic curve at exactly three points (counted with
multiplicity). If P and Q is given, we draw a line L passing through P and Q, such that it hits
another point R on the elliptic curve. Now we draw another line between R and O (the base point),
so that it hits another point S. We define P +Q to be S. Consider figure 2.1.

−10 −5 5 10

−10

−5

5

10

Figure 2.1: An elliptic curve with two specified points an a line passing through them, where O is
the point at infinity. The sum of the two black dots is denoted by × at (−2, 2).

The geometric view is viewed in the classical R2, but the algebraic terms can be lifted to P2

in general. It turns out that the geometric group law and the algebraic group law give the same
output [11, III.3.4e]. The summary of the elementary algebraic terms defined from geometric group
law can be seen in [11, III.2.3]. We’re not writing it here because it is too long.

2.2 Isogenies
Definition. Let E1 and E2 be elliptic curves with base points O1 and O2 respectively. A morphism
φ : E1 → E2 is said to be an isogeny if φ(O1) = O2. Since every morphism on smooth curves are
either constaint or surjective, φ satisfies either φ(E1) = {O2} or φ(E1) = E2. The only case that
φ(E1) = {O2} is the zero map (mapping everything to O2). Hence other isogenies are nonconstant
and surjective. We, once again, obtain the usual induced injection

φ∗ : K̄(E2)→ K̄(E1),

with the same old definition of degree, separable degree, inseparable degree, separable map, insep-
arable map, purely inseparable map. By convention, we set the degree of the zero map to be zero:
deg[0] = 0. Hence,

deg(ψ ◦ φ) = deg(ψ) deg(φ) for all chains of isogenies E1
ϕ−→ E2

ψ−→ E3.

Now, isogenies form groups. We denote by Hom(E1, E2) the group of isogenies from E1 to E2.
In particular, End(E) := Hom(E,E) and we introduce multiplication by composition. This forms
a ring End(E). Refer to [11, III.4.8] for a proof of the distributive law. The invertible elements of
End(E) forms the automorphism group, denoted by Aut(E). We use the usual subscript (·)K to
talk about the set of isogenies defined over K.

2.3 Them-torsion subgroup of E
Consider the multiplication-by-m map on an elliptic curve E, defined as follows (for m ∈ N∗):

[m] :


E → E

P 7→ P + P + · · ·+ P︸ ︷︷ ︸
m
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and extend this to the case of negative integers and zero.
We see that [m] is nonconstant ([11, III.4.2a]) whenever m 6= 0. Next is a relatively trivial

result but wasn’t mentioned in [11].

Proposition 73. Let [m] be the multiplication-by-m map with m 6= 0. Let φ ∈ End(E), then

[m] ◦ φ = φ ◦ [m].

Proof. Since φ is a group homomorphism, we see that

φ(P + P + P + · · ·+ P︸ ︷︷ ︸
m

) = φ(P ) + φ(P ) + · · ·+ φ(P )︸ ︷︷ ︸
m

,

so φ([m]P ) = [m]φ(P ). One easily extend this to the case of negative integers. This completes the
proof.

Definition (m-torsion subgroup). Let m ∈ N∗ and define the m-torsion subgroup as

E[m] := {P ∈ E : [m]P = O}.

The torsion subgroup is the group of points of finite order

Etors =

∞⋃
m=1

E[m].

Example 74. ([4, Exercise 3]) Let k be an algebraically closed field with characteristic different
from 2. Let E be an elliptic curve over k with Weierstrass equation Y 2Z = X3+aXZ2+ bZ3 with
neutral element O = [0, 1, 0]. We shall see that the group E[2] has cardinality 4, and is isomorphic
to Z/2Z × Z/2Z. One way to get the direct result is to apply [11, III.6.4b] directly. However, let
us go through this example without using the heavy machinery from the invariant differential and
the dual isogeny.

Consider f : [X,Y, Z] 7→ Y 2Z−X3−aXZ2−bZ3. We consider the geometric group law and see
that [2]P = O if and only if the tangent at P doesn’t intersect the curve at other points than infinity.
Since the point at infinity is [0, 1, 0], we seek for P such that the tangent line at P is vertical, i.e.,
∂Y f = 2Y Z = 0. This is the case if Y = 0 or Z = 0. If Z = 0, it’s the point O = [0, 1, 0] at
infinity. Now if Y = 0, then we’re left with solving f([X, 0, Z]) = −X3 − aXZ2 − bZ3 = 0. Let
x = X

Z and this would be x3 + ax + b = 0, an ordinary cubic equation. Since k is algebraically
closed, we have three roots for x. Observe that (x3 + ax + b)′ = 3x2 + a so the roots are simple.
Now we’re able to deduce that the cardinality of E[2] is 4, consisting of a point at infinity and
three points as the set of solutions to this equation. Now observe that E[2] is abelian, so it must be
isomorphic to either Z/4Z or Z/2Z × Z/2Z. The former is not possible since the order of points
are at most 2, so the generator of the group doesn’t exist. Therefore, E[2] ∼= Z/2Z× Z/2Z.

By the result of [11, III.6.4b], we have that if either char(K) = 0 or (char(K) = p > 0 and
p ∤ m), then

E[m] = Z/mZ× Z/mZ.

This can be proven through the tools of invariant differentials and dual isogeny. However, we
will not walk through that path here since this piece of writing is already too long. Instead, let
us present a few interesting properties (without proof) to conclude about what we can say about
elliptic curves in general.

Before moving on, let us consider an important result here.

Theorem 75. Let E be an elliptic curve and let D =
∑
nP (P ) ∈ Div(E). Then D is a principal

divisor if and only if ∑
P∈E

nP = 0 and
∑
P∈E

[nP ]P = 0.

Proof. See [11, III.3.5].

2.4 Further Properties
This section is outside the goal. It is presented here to show some structures that can be studied
within the context of elliptic curves in general.
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2.4.1 The Weil Pairing
Assume m is coprime to p, as E[m] ∼= Z/mZ × Z/mZ, the goal of this subsection is to define a
determinant on E[m]. An initial guess would be to fix a basis {T1, T2} and define

det :
{
E[m]× E[m] → Z/mZ
(aT1 + bT2, cT1 + dT2) 7→ ad− bc.

There are two problems with this approach.
• The value of the determinant depends on the choice of basis.
• (More serious) It is not Galois-invariant, i.e., with σ ∈ GK̄/K , det(Pσ, Qσ) and det(P,Q)σ

might not be the same.
Instead, we can define the Weil pairing as follows.

Definition. Let T ∈ E[m], then take T ′ ∈ E such that [m]T ′ = T . By 75, there is a function
g ∈ K̄(E) satisfying

div(g) = [m]∗(T )− [m]∗(O)

However, even if we translate g(X) to g(X + S), its divisor is still the same, so g(X+S)
g(X) is a

constant. We observe that this quantity does not depend on X. Therefore, observe that, if we set
Xi ← X + [i]S then (

g(X + S)

g(X)

)m
=

m−1∏
i=0

g(Xi + S)

g(Xi)
=
g(X + [m]S)

g(X)
= 1,

so g(X+S)
g(X) is a root of unity. This allows us to define

em :

{
E[m]× E[m] → µm
(S, T ) 7→ g(X+S)

g(X) ,

which we call this by the Weil pairing.

2.4.2 The Endomorphism Ring
Let E be an elliptic curve, then End(E) turns out to fall into few categories. The main result of
this subsection is the following.

Theorem 76. ([11, III.9.4]) For E/K, End(E) is either
• Z,
• an order in an imaginary quadratic field,
• an order in a quaternion algebra.

If char(K) = 0, then only the first two are possible.

Proof. See [11, III.9.4].

2.4.3 The Automorphism Group
The main result of this subsection, given by [11, III.10], is that the automorphism group Aut(E)
can be classified by order as follows.

#Aut(E) j(E) char(K)
2 j(E) 6= 0, 1728 –
4 j(E) = 1728 char(K) 6= 2, 3
6 j(E) = 0 char(K) 6= 2, 3
12 j(E) = 0 = 1728 char(K) = 3
24 j(E) = 0 = 1728 char(K) = 2

Proof. See [11, III.10.1].
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